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Abstract

Lutetium ion (Lu II) was recently considered as a promising candidate for

high-precision single-ion based atomic clock. Lu II energy levels are structured

in such a way that it possesses at least three extremely narrow clock transition

candidates (848 nm, 708 nm and 4.2µm) and a relatively narrow linewidth cyclic

transition that is useful for Doppler cooling and state detection purposes. In this

project, we performed optogalvanic spectroscopy and Laser Induced Fluorescence

(LIF)spectroscopy to gain more precision on the wavelengths required to address

the relevant levels, namely 350 nm, 646 nm, 622 nm and 451 nm (ionization). Hav-

ing these wavelengths measured and the required laser systems assembled, we

successfully pumped the ion from the ground state to the metastable 3D1 level

using the 350 nm laser, drove the cyclic transition between this metastable level

and the 3P0 level using the 646 nm laser, and observed the resulting fluorescence.

Utilizing the 646 nm fluorescence, the lifetime of forbidden decay channels from
3P0 level to 1S0 or 3D1 was characterized. Due to some statistical complications

bound to the detection method, a generalized detection model was used to analyze

the data and produced an unbiased measurement of the lifetime.
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Chapter 1

Introduction

This chapter will cover a brief introduction to the energy level structure of

Lutetium ion 175Lu II and highlight several interesting properties associated.

1.1 Lutetium Ion

Lutetium or Lutecium (old spelling), also known as Cassiopeium or Cas-

siopium in publications before 1950, is an element with atomic number 71 located

at the end of the Lanthanide series, also considered as the first element of the 6th

period transition metals. The only two natural isotopes of lutetium are 175Lu and
176Lu. The former one is the only stable isotope, with 97.41% natural abundance

and nuclear spin of I = 7
2
. 176Lu, however, is a long-lived radioisotope with a half-

life of 3.78× 1010 years, and nuclear spin of I = 7. The scope of this project is

limited to 175Lu, which will be refered to as Lu hereon, unless specified otherwise.

As part of the group IIIB of transition metal, Lu atom (Lu I) has three valence

electrons. Singly ionized, Lu II has two remaining valence electrons, similar to that

of neutral Barium (Ba I). The configuration of the 70 electrons of Lu II follows the

standard Madelung’s rule i.e. [Xe] 4f 14 6s2, corresponding to the 1S0 term symbol.

The similarity of Lu II and Ba I is more than a mere equality in number of valence

electrons, but more profoundly in terms of their energy level structures described

in Figure 1.1a and 1.1b below:

Figure 1.1b shows several excited states relevant to this project. Details on

each of these levels can be found in Table 1.1 below. Transition wavelengths and

1
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Figure 1.1: Energy levels structure comparison between neutral Ba and Lu II

other spectroscopic data associated to these states are presented in Table 1.2 and

visualized in Figure 1.2.

Configuration Term Energy (cm−1) Lifetime (ns) Source

6s2 1S0 0 - [1]

6s5d

3D1 11796.24 - [2]
3D2 12435.32 - [2]
3D3 14199.08 - [2]

6s6p

3P o
0 27264.40 64.8± 3.2 [1]

3P o
1 28503.16 37.4± 1.9 [1]

3P o
2 32453.26 37.6± 1.9 [1]

1P o
0 38223.49 2.3± 0.2 [1]

Table 1.1: Relevant energy levels of Lu II

Transition
label

Upper
level

Lower
level

Wavelength
(nm)

Branching
ratio

Transition
type

Rate
(rad/s)

646 3P0
3D1 646.498 1±1% Dipole 2π×2.456

350
3P1

1S0 350.834 0.469±7% Spin Mixing 2π×1.989
598 3D1 598.554 0.160±7% Dipole 2π×0.681
622 3D2 622.361 0.371±7% Dipole 2π×2.456

Table 1.2: Relevant transitions of Lu II [2][3]

One characteristic of these structures is the energy level of the low-lying D

terms that fall below both the singlet and triplet states of the P levels. It is for this
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Figure 1.2: Diagram of relevant transitions in Lu II

reason that these two elements are considered as great candidates for ultra-high

Q-factor atomic clock. This aspect will be further elaborated in Section 1.2.

For the case of neutral Barium, the phenomenon (6s5d lying below 6s6p)

could be understood as a dominance of the principal quantum numbers n over

orbital quantum numbers l in heavy elements. This view is supported by the fact

that lighter alkaline earth atom such as Ca and Sr have their D terms and P

terms interleaved [4][5]. The heavier it gets, the lower the D levels lie. This trend

is somewhat reversed if we compare Lu II to lighter singly ionized atoms with

two remaining valence electrons, the D terms fall even lower as the element gets

lighter (Y II and Sc II) [4][6]. In the extreme case of Sc II, D terms fall even lower

than S term, thus replacing its role as ground state. These observations show that

Ba I and Lu II are the two elements for which the two seemingly adverse trends

converge.
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1.2 Project Motivation

There has been tremendous advances in the field of atomic clocks since the first

realization of the 133Cs clock at the National Physical Laboratory, UK in 1955 [7].

The Cs clock has enabled the redefinition of second in SI unit system in 1967

which is still in use to this day. A single-ion (Al II) based optical atomic clock has

been reported to achieve a fractional uncertainty of 5.2× 10−17 by Rosendband et

al. [8] Atomic-lattice based clocks (Sr II) have also reached fractional uncertainties

of 1016 and 1017 as reported by Takamoto et al. and Ludlow et al. [9][10]. The

world’s record for precision and stability is currently held by NIST’s ytterbium

atomic lattice clock at 1.6× 10−18 instability and precision [11]. At such a high

precision, applications of these clocks would go beyond GPS systems or tests

of fundamental constants, but rather towards relativistic geodesy and advanced

Earth-Space navigation systems.

These advancements would not have been possible without the following ma-

jor breakthroughs. First, laser cooling and trapping of atoms or ions, providing

isolation from environment and ultra-high suppression of Doppler effect. Second,

pulse counting of optical frequencies that was recently made possible by the inven-

tion of wide-spectrum frequency combs, leading to higher Q-factor optical atomic

clock. Third, development of high-finesse cavities which plays significant role in

the conception of ultra-narrow linewidth laser system required in addressing indi-

vidual atomic transitions and Q-fold power enhancement required in driving clock

transitions. Fourth, precision laser spectroscopy techniques which are essential in

determining wavelengths and lifetimes of various atomic transitions.

As these technologies unceasingly progress, one would naturally aim to achieve

clocks with higher and higher Q-factor (a few order of magnitudes), pointing to-

wards future candidates of atoms/ions having clock transition both in the visible-

UV regime and between highly forbidden transition. Viewed from this perspective,

Lu II comes up as one of the promising candidate due to the ultra-narrow clock

transitions shown in Figure 1.3. The 3D3−1S0 transition at 708nm is dipole forbid-

den as ∆J = 3, ∆S= 1 and no parity change πi =πf ; quadrupole forbidden since

∆J = 3; and also octupole forbidden as πi = πf . Similarly for 3D1−1S0 transition at

848nm, it is dipole forbidden as ∆S= 1 and no parity change πi =πf ; quadrupole

forbidden since ∆J = 1; and also octupole forbidden as ∆J =1 and πi =πf . Notice

also that spin-mixing mechanisms cannot occur in these transitions as there is no
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nearby states of equal J to mix with. Hence, the only conceivable decay mecha-

nism from these metastable states is by hyperfine mixing. Simulations from our

collaborator estimated the lifetime of these transitions to be on the order of half

a year (natural linewidth ∼ 10 nHz). Putting this into perspective, NIST’s record

breaking Ytterbium clock [11] is based on the 578 nm clock transition between the

ground state and 3P0 state whose lifetime was determined to be at most hundreds

of seconds [12].
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Figure 1.3: Highlighted in red are possible clock transitions in Lu II

Another plus side of Lu II is the fact that there are more than one accessible

clock transitions in the system (ν1 and ν2) which can be used to create a synthetic

frequency reference νsyn that is immune to blackbody radiation shift using a tech-

nique proposed recently by Yudin et al. [13]. The realization of this method has

been proposed using an optical frequency comb stabilized to ν1 and ν2to generate

a synthetic frequency νsyn.

The clock transition at 4.2µm (3D1 − 3D3) could potentially be the first

mid-infrared direct frequency standard with an accuracy comparable to optical

or microwave atomic clock standard. Frequency standards in this spectrum have

various applications in the fields of high-speed wireless communication, security,

medical analysis, and material inspection.

Referring to Figure 1.2 and 1.3, one will realize that the 646nm cyclic transi-

tion naturally provides means of state detection and Doppler cooling. This cyclic

transition is accessible by first exciting the ion from the ground state to 3P1 at
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350 nm, from which there is ∼ 16% chance of falling to the 3D1 level (which we

want) and ∼ 37% chance of falling to the 3D2 level which can be pumped back

to 3P1 with 622 nm. It is remarkable that all these wavelengths are within the

coverage of standard diode lasers (cf. Table 1.2), except for 350 nm which will

require frequency doubling.

A more direct application of this project is to make use of Lu II as a cooling

agent for other species of ions or even neutral atoms. As Doppler cooling perfor-

mance is directly dependent on the cooling transition linewidth (cf. Section 2.4),

Lu II will make a good cooling agent as the 646nm transition has a rather narrow

linewidth Γ ' 2π× 2.5 MHz (cf. Table 1.2), an order of magnitude narrower than

the 493 nm cooling transition of 138Ba currently used in our lab.

1.3 Project Overview

The aim of this project is to perform preliminary assessment of Lu II as a clock

candidate. Our first step is to acquire more precise wavelength information of the

relevant transitions through optogalvanic and Laser Induced Fluorescence (LIF)

spectroscopy. Wavelength data (Table 1.2) currently available is only accurate

down to a few picometers or a few GHz in terms of frequency. This is far from

sufficient to perform further measurements on a single ion, especially in our case

where the linewidths of interest are on the order of a few MHz.

Once the required wavelengths are known, we would attempt to prepare the

ion in the metastable D states via the P levels and to drive the 646 nm cyclic

transition and observe the fluorescence. The fluorescence can then be collected on

a CCD camera as a means to literally see the ion. This part involves the trapping

of Lu ion, setting up the relevant laser systems and an imaging system. The

trapping of Lu ion was performed before this project and detailed in the Master’s

thesis [14], although it was not thoroughly confirmed if the ion trapped was indeed

Lu II.

The next step is to quantify the decay rate of the 3P0 − 1S0 and 3P0 − 3D2

transitions which are forbidden under LS coupling picture through quantitative

measurement of fluorescence behavior at 646 nm. This part involves the installa-

tion of a Single Photon Counting Module (SPCM) onto the imaging system and

a pinhole for spatial filtering.



Chapter 2

Background Theory

This chapter will provide brief theoretical discussion on some concepts and

techniques relevant to this project. Optogalvanic spectroscopy and laser Induced

Fluorescence (LIF) spectroscopy techniques were used for preliminary determi-

nation of relevant atomic transitions. Subsequent measurements were done on a

single 175Lu II ion confined in a linear Paul trap, sympathetically cooled using
138Ba ions. Basic concepts pertaining to the trapping and cooling of ions will also

be addressed.

2.1 Optogalvanic Spectroscopy

This spectroscopy technique measures the effect of laser induced transitions

between two atomic/molecular energy levels in gas discharge to the current con-

sumption I of the discharge lamp. The closer the laser to the resonance, more

transitions are induced which giving rise to higher signal.

Let Ei → Ek be the transition of interest, where the two levels have different

ionization probabilities P (Ei) and P (Ek), and assume the ionization process is

directly dependent on the electron bombardment ∼ I, it follows that if a laser

introduces a change in the steady-state populations of Ei and Ek by ∆, the result-

ing change in current consumption would then be δI = κ[(nk + ∆)P (Ek)− (ni −
∆)P (Ei)], κ being the proportionality constant. The current signal can then be

converted into voltage V by a sense resistor. This signal will give an indication

on how much population change ∆ has taken place which is directly proportional

7
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to the detuning of the laser frequency with respect to the atomic transition of

interest.

The signal, however is typically weak and requires lock-in detection, a tech-

nique used to measure very small signals obscured by noise. The key concept here

is phase-sensitive detection whereby the signal is modulated at a given frequency

(Vsig sin(ωt+θsig)) that is far from where the noise spectrum is concentrated. The

modulated signal is then captured by phase sensitive detector (PSD), amplified,

and multiplied by the reference frequency (Vref sin(ωt+θref )). The resulting signal

Vout is the following:

Vout = VsigVref sin(ωt+ θsig) sin(ωt+ θref )

=
1

2
VsigVref cos(θsig − θref )−

1

2
VsigVref cos(2ωt+ θsig + θref ) (2.1)

Upon filtering with a low-pass filter, we obtain a clean DC signal (the first term).

Any noise components which are not close to ωref will be highly attenuated as

they will not result in DC signal on the output.

Optogalvanic spectroscopy is known for its remarkable sensitivity and good

signal to noise ratio. Doppler-free saturated absorption spectroscopy can be per-

formed in conjunction with this method using a see-through hollow cathode lamp[15].

Additionally, an optical resonator may be used to enhance laser intensity. The per-

formance of this method declines as the wavelength range goes towards the UV

regime where the cathode starts experiencing photoelectric effect. More elaborate

treatment of this method can be found in [16], details on the actual experimental

setup, diagram and parameters are presented in Section 3.1.

2.2 Laser Induced Fluorescence Spectroscopy

Contrary to the previous technique, LIF signal is acquired from re-emission of

light (via spontaneous emission) that follows laser induced excitations from Ei to

Ek. As such, re-emitted photons are of several different wavelengths corresponding

to each of the allowed atomic/molecular transition from the excited state Ek to

the lower levels. One could then immediately infer the differences in energy levels

and transition probabilities of the terminating levels from the wavelength and

relative amplitude differences of the fluorescence lines respectively. The absolute
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amplitudes of the signal would then be proportional to the excitation probability

of Ei → Ek which in turn, is proportional to the detuning of laser’s frequency to

the actual atomic transition frequency.

As there is no preferred direction in spontaneous emission, the fluorescence

radiates in all direction, this poses a technical challenge to obtaining high collec-

tion efficiency. In most cases, a high-efficiency photodiode or a photomultiplier

tube (PMT) is required to capture the fluorescence. One foreseeable challenge in

performing LIF spectroscopy on gas discharge arises from the fact that the dis-

charge lamp itself is already emitting light in all spectral lines of the elements in

the plasma without laser excitation. This will negatively influence the signal to

noise ratio especially when laser power is a constraint. More elaborate treatment

of this method can be found in [16], details on the actual experimental setup,

diagram and parameters are presented in Section 3.2.

2.3 Linear Paul Trap

Unlike neutral atoms, ions can be trapped using clever arrangement of electric

fields and/or magnetic fields thanks to their net charge. There are in general two

families of ion traps: Penning trap that makes use of static electric and magnetic

fields, and Paul rf trap that uses a combination of static and oscillating electric

fields. Figure 2.1 describe the typical design of a linear Paul trap where an oscil-

lating electric field V0 cos Ωt is applied to the electrodes labeled 2 and 4 (cf. Figure

2.1b) whereas the adjacent electrodes (1 and 3) are grounded.

(a) Side view (b) Cross-section view

Figure 2.1: Linear Paul trap diagram. [17]

Taking the above-mentioned potentials as boundary conditions to the Laplace

equation ∇2Φ = 0 [18], the approximate potential near the z-axis of the trap is
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the following:

Φr '
V0 cos Ωt

2

(
1 +

x2 − y2

R2

)
(2.2)

Notice that when the value of cos(Ωt) is positive, Φr forms harmonic confinement

in x direction and anti-harmonic in y direction. The inverse is true when cos(Ωt)

is negative. One could then picture this potential oscillating between these two

states at a frequency of Ω/2π, alternately providing confinement in both x and y

direction. With proper choice of Ω, the ion is effectively trapped by a harmonic

potential or pseudopotential Φp =
q

2
mω2

r(x
2 + y2)[19]. The expression for ωr and

its physical meaning will be further explained in this section.

Having static voltage U0 applied to both endcaps (cf. Figure 2.1a), the re-

sulting potential along the z direction near the center of the trap is as follows:

Φz =
m

2q
ω2
z

[
z2 − 1

2
(x2 + y2)

]
, (2.3)

where ω2
z =

2κqU0

mZ2
0

and κ is a geometric factor. It is evident that this potential

provides harmonic confinement along z axis. Applying Newton’s second law to

a particle of mass m and charge q, we have a set of Mathieu equations as our

equation of motion [19]. A solution to these equations is known as the Floquet

solution, describing trapped ions movement as follows:

ui(t) ' Ai

(
cos(ωit+ φi)

[
1 +

qi
2

cos(Ωt) +
q2
i

32
cos(2Ωt)

]
+
qi
2

[
ai +

1

2
q2
i

]1/2

sin(ωit+ φi) sin(Ωt)
)
,

(2.4)

where i ∈ {x, y}, ax = ay =
1

Ω2

kqU0

mZ2
0

, qx = −qy =
2

Ω

qV0

mR2
, and Ai depends on the

initial position. The above expression is an approximation to first order in ai and

second order in qi. The dominating term is that of a simple harmonic motion

with frequency ωi, often referred to as secular motion. Higher order terms that

oscillate at much higher frequencies Ω and 2Ω result from the AC driving field and

are referred to as micromotion.

The amplitude of secular motion Ai can be minimized by laser cooling[20]

down to the Doppler cooling limit. As the amplitude of micromotion is directly

related to that of the secular motion (cf. eqn 2.4), laser cooling will also suppress
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the micromotion. This is not necessarily true however if the trap is not ideal

i.e. when there are stray electric fields or phase difference between electrodes 2

and 4, in which case additional micromotion terms emerge [17] with amplitudes

independent of Ai. In consequence, laser cooling will no longer be able to suppress

this motion as it is purely driven. Also, the minimum of the pseudopotential is

shifted and no longer coincides with that of Φz. This type of micromotion is called

excess micromotion which can be compensated by applying appropriate bias field

to displace the trap.

Linear crystal configurations of trapped ions can be achieved when ωi � ωz.

The critical ratio has been estimated analytically to be (ωi/ωz)c ' 0.73L0.86 [21]. It

is also practical to break the radial degeneracy of the trap (ωx 6= ωy) by applying

DC bias fields on the ideally grounded electrodes (1 and 3). This is done to

properly define trap’s x and y basis, thus ensuring laser cooling is effective in all

three translational degree of freedom (cf. Section 2.4). The values of ωx, ωy and

ωz can be determined experimentally by observing resonance behavior when the

appropriate RF frequency is applied to the electrodes or endcaps.

In our experiment, the value of ωz is used to deduce the mass of the ions

trapped as this quantity is dependent on charge to mass ratio, i.e.

ν1

ν2

=
ωz1
ωz2

=

(
q1

m1

m2

q2

)1/2

(2.5)

The value of ωz can also be used to calculate the distance between ions in

a linear configuration as the separation between ions is given by s2 = 21/3s for

two ions, and s3 = (5/4)1/3s for three ions, where s = (q2/4πε0mω
2
z)

1/3. These

expressions can be easily derived from the force balance equation along z-axis.

2.4 Doppler Cooling

As discussed in the previous section, laser cooling is required to suppress the

secular motion of trapped ions so that a stable crystal of ions can be formed. As

the name suggests, this technique is based on the fact that ions moving against the

direction of the beam perceive the incoming laser to be blue-detuned. The greater

the ions’ velocity, the more blue-shifted the laser frequencies. It is then possible to

deliver a counterforce to these high velocity ions without affecting the slow ones
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by appropriately red-detuning the incoming laser frequency ω with respect to the

ion’s transition frequency ω0, provided that the ion does have an closed two-level

system which can be continuously driven (cyclic).

From a semi-classical perspective, accounting for spontaneous emission, the

force experienced by an ion due to a pair of counter-propagating laser beams along

the beam’s axis is[22]:

~F = 〈~Fabs〉+ δ ~Fabs + 〈~Fem〉+ δ ~Fem (2.6)

The average force due to absorption from the two beams is 〈~Fabs〉 from which

damping behavior can be seen in the following expression:

〈Fabs〉 = Fscatt(∆− kv)− Fscatt(∆ + kv)

'
[
Fscatt(∆)− kv∂Fscatt

∂ω

]
−
[
Fscatt(∆) + kv

∂Fscatt
∂ω

]
' −αv, (2.7)

where ∆ = (ω−ω0) is the laser’s detuning and α = 4~k2 Ī ∆

(1 + ∆
2
)2

is the damping

coefficient with ∆ ≡ 2∆/Γ and Ī ≡ I/Isat, Isat being the saturation intensity.

The term δ ~Fabs in Equation 2.6 accounts for the variation in the number of

photons absorbed in a given period t. The fluctuation term δ ~Fem results from the

fact that spontaneous emission process emits photons at random directions. These

fluctuations impose a limit to this technique, known as the Doppler temperature

kBTD =
~Γ

2
, achieved when ∆ = Γ/2. The recoil frequency associated to the

damping process alone is ωrec =
~k2

2M
.

The twist to this canonical picture for the case of trapped ions is that a

single laser beam is sufficient as long as the laser beam has a nonzero projection

to all principles axes of the trap (ωx, ωy, ωz). The downside to this is that the

Doppler limit might not be achievable as the Fscatt(∆) term in Equation 2.7 no

longer cancels. It is also important to ensure that ωrec�ωx,y,z. A full quantum

mechanical treatment of a laser-cooled single ion in harmonic trap can be found

in ref. [23].
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2.5 Sympathetic Cooling

Despite the outstanding performance of Doppler cooling, the technique still

lacks robustness in terms of trappable ion species as it primarily depends of the

availability of suitable cooling transition in the energy level structure. The term

sympathetic cooling encompasses all scenarios when one gas is cooled by a colder

gas via elastic, inelastic, or charge exchange scattering [24], may it be between ions

of different species, or an ion-atom hybrid system. Ion-ion sympathetic cooling

is mainly facilitated by the strong Coulomb interaction. Under the hard-sphere

model [25], the temperature of a species of mass M after k number of collision

with a colder species of mass m is given by [26]:

TM = Tm + (T 0
M − Tm)e−k/κ, (2.8)

where κ =
(M +m)2

2Mm
.

Sympathetic laser cooling can, in principle, be performed in either a Paul trap or

a Penning trap. In a Penning trap, a larger mass ion tend to form a doughnut

structure around the lower mass ones (centrifugal separation) due to the difference

in their rotation frequency around the magnetic axis. This was first demonstrated

by Larson et al. [26].

In a linear Paul trap, sympathetic cooling naturally occurs when ions of differ-

ent species or isotope accidentally occupy one or a few sites of the ions crystal [27].

Although they do not fluoresce, their presence can be inferred visually [28]. The

stability and the number of ions that can be trapped sympathetically are limited

by rf heating and laser cooling power [20]. In our experiment, sympathetic cooling

of lutetium is readily observed when lutetium ions enter the trap in which barium

ions are already present.



Chapter 3

Experimental Setup

Details on experimental devices, arrangement and parameters are presented

in this chapter for future reference.

3.1 Optogalvanic Spectroscopy

Actual configuration of the experiment is described in the following diagram:

Hollow 
Cathode Lamp

Cathode – 

Anode  +

High-pass

Filter & Ballast
Lock-in

Ampli!erA

Beam
Chopper

PBS

Laser

TTL Reference Wavemeter

High Voltage

Source+

–

SignalAmpere

Meter

Figure 3.1: Diagram of Optogalvanic Spectroscopy Setup

The Hollow Cathode Lamp (HCL) used was a commercial 2′′ Lutetium dis-

charge tube from Buck Scientific with a maximum current of 12mA. An attempt

to construct a see-through HCL was not successful due to plasma instability is-

sues. A EMCO F10CT switching boost converter was used to provide high voltage

ranging from 0-500V. Signal was acquired using a standard high-pass filter built-in

together with ballast resistor for current regulation purpose. Components values

14
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are provided in Figure 3.2 with a cut-off frequency tunable up to 3kHz. The

lock-in amplifier in use was Stanford Research Systems SR810, taking a TTL ref-

erence directly from the beam chopper (Thorlabs), providing signal modulation at

∼500 Hz. The wavemeter used was a High Finesse WS7 with accuracy of 60 MHz

when regularly calibrated.

IN OUT

24 kΩ
15 MΩ

500 Ω Trim

5V Clamp

100 nF

10 µF

Signal

Ballast

High-pass

Filter

HV High Voltage

Figure 3.2: High-pass filter and ballast circuit

Data was recorded by manually noting down the magnitude of the voltage

signal displayed on the lock-in amplifier vs wavelength value shown in the waveme-

ter as the laser sweep through the transition of interest. The sweeping was done

by manually tuning its diffraction grating position (PZT controlled). Typical in-

tegration time was between 1s to 3 s per data point. This technique was used to

measure the 646 nm transition and 451 nm ionizing transition.

3.2 LIF Spectroscopy

Laser Induced Fluorescence spectroscopy setup only require slight modifica-

tion to the optogalvanic setup. The signal is captured optically by a photomulti-

plier tube (PMT) as decribed in Figure 3.3 below. Parameters pertaining to the

lock-in detection system and data acquisition are identical to the previous method.

One important point here is that the fluorescence collected by the PMT need not

be the same as the wavelength of interest, as the ions might decay to more than

one lower states upon excitation. It is then beneficial to chose a decay branch that

has the highest rate and branching fraction by putting the appropriate filter in

front of the PMT. It is also important to ensure no background light goes to the

PMT. The measurement of the 350 nm transition from the ground state to the 3P1

state was done by collecting the 622 nm fluorescence as the decay to the 3D2 state
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is more prominent. This technique was used to measure the 350 nm transition and

451 nm ionizing transition.

Lu Hollow 
Cathode Lamp

Cathode – 

Anode  +

Ballast
Lock-in

Ampli!erA

Beam
Chopper

PBS

Laser

TTL Reference Wavemeter

High Voltage

Source+

–

Signal

Ampere

Meter

Filter
Photomultiplier

Tube

Focusing
lens

Figure 3.3: Diagram of LIF Spectroscopy Setup

3.3 Ion Trap

The following figure shows a diagram of the ion trap configuration at the time

this report is written, viewed from the top.

TOP VIEW (CAMERA VIEW)

B Field

PORT 1

PORT 2 PORT 3

PORT 4

PORT LED

Figure 3.4: Trap diagram with the ports labeled

PORT 1, mounted with a RMS20X Olympus Plan Achromat for collimation

and a focusing f = 150 mm achromat doublet. This port is dedicated to 646 nm
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beam with a measured waist of W0 = 29.0±0.5µm. Saturation power at this waist

is ∼ 31 nW whereas the operating power that gives the best signal to noise ratio is

3.5µW. The incoming beam is horizontally polarized (polarization perpendicular

to magnetic field) with an 0.8% extinction ratio.

PORT 2, mounted with a RMS20X Olympus Plan Achromat for collimation

and a focusing f = 100 mm achromat doublet. All ionization beams come through

this port i.e. 451 nm (112µW) for Lutetium ionization; 450 nm (2.9µW),791 nm

(2.4µW) and 650 nm (2.8 mW) for Barium ionization. The power level stated here

are experimentally adjusted for optimal ion loading. Focus alignment is done using

493 nm beam as an estimate.

PORT 3, mounted with a RMS20X Olympus Plan Achromat for collimation

and a focusing f = 250 mm achromat doublet. Barium Doppler cooling beams

(493 nm and 650 nm) come through this port. The measured waist at 493 nm is

38.5µm and at 650 nm is 48.5µm. The focal point of the 493 nm beam lies at

the center of the trap and the 650 nm beam radius at this point is 52µm. The

saturation power for 650 nm at this radius is ∼ 0.2µW and that of 493 nm at this

waist is ∼ 0.8µW. Normally we operate at 12µW of 493 nm and 6.6µW of 650 nm

to obtain brighter fluorescence for easy viewing.

PORT 4, mounted with an aspheric lens A280TM-A, f = 18.4 mm for colli-

mation and a focusing f = 150mm achromat doublet. This port is optimized for

350 nm and does not support other wavelengths as the collimation lens is not achro-

matic. The waist of this system measured at 493 nm is 14.5µm with a Rayleigh

range of z0 = 1.3 mm. The actual waist at 350 nm was not be measured due to

technical limitation (camera’s sensitivity issue at 350 nm). Alignment was done by

first aligning it using 493 nm beam and then further refined based on the blinking

behavior of Lu fluorescence. Half a turn of the focus tuning knob corresponds to

approximately 2 mm of focal displacement.

PORT LED, mounted with a telescope system consisting of two plano-

convex lenses of f = 75 mm and f = 100mm, a-coat, approximately focusing most

part of the light to the center of the trap. A bandpass filter FB620-10, centered

at 620 nm with FWHM = 10 nm, is mounted right on the fiber output to block

light at unwanted wavelengths.

As mentioned in Section 2.3, excess micromotion would result in the displace-

ment of the pseudopotential’s minima with respect to the minima of the harmonic
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potential along z-axis. Thus, we can compensate this by tuning the Bias voltage,

Baseplate voltage, and Bias difference voltage (cf. Figure 3.5) in such a way that

the two minima coincide.

Figure 3.5: Trap 3D visualization with wiring labeled

Detailed description on each of these parameters can be found in Guoqing’s

thesis on the construction of this trap [14]. Listed below are three sets of trap

parameters that minimize the excess micromotion that we know as of now. The

unitless quantities in the table refer to the hash-mark label of the potentiometer

ranging from 0 to 10.

Parameters Config 1 Config 2 Config 3

Bias diff 5.12 5.27 8.585
Endcaps diff 4.99 4.99 4.95
Bias 6.08 6.54 6.15
Endcaps 3.20 6.40 8.6
Baseplate 5.5 V 7.0V - 42.0V 40.6V

138Ba ωz 2π× 48kHz 2π× 75.5kHz 2π× 91.1kHz

Comment Easy for bulk loading
Better multispecies

ions stability
Best stability for

2Ba and 1Lu

The baseplate voltage required to minimize micromotion increases from 28V

to 41V over a period of 3 months due to charging effect of the ceramic at the

baseplate. Knowing this issue, one shall not take the baseplate values quoted

in the table as an absolute. At ωz = 75.5 kHz, the separation between ions is

s2 ' 24µm and s3 ' 19µm (cf. Section 2.3). These values are in accordance to

visual observation through the camera (cf. Section 3.5).
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3.4 Laser Systems

As the Lu ion is cooled sympathetically by Ba ions, both laser systems as-

sociated to Ba and Lu are required in the trap. This section focuses on lasers

associated to Lu ionization (451 nm), ground-state pumping (350 nm), detection

(646 nm) and repumping (622 nm LED). Details on lasers associated to Ba will be

briefly presented at the end of this section.

The 451 nm beam, also referred to as ionization beam, excites neutral

Lu (Lu I) from the ground state 2D3/2 to 2D◦3/2 (22124.76 cm−1) [3] and di-

rectly ionize it from this state on (the ionization threshold is 43762.60 cm−1) [29].

This method however, will not give isotope selectivity as the excitation rate is

A = 2π× 3.7 MHz. The diode used is Osram PL450B, heated to about 30◦ C. As

this laser is only used during loading, locking mechanism is not required. During

loading, laser wavelength is set to 451.98320 nm, 500 MHz away from resonance

to account for the Doppler shift due to atoms’ velocity as they come out of the

oven. This detuning is estimated by taking the rms velocity of the atoms at oven

temperature of 900 K and beam incident at 45◦ angle. It is observed that this

laser radiation pumps Barium ion into a dark state, hence the need of keeping the

622 nm LED on during Lutetium loading as the LED spectrum spans over to the

615 nm range.

The 350 nm beam, also referred to as pumping beam (1S0− 3P1), is derived

from a frequency doubled 40 mW 701 nm diode laser HL7001MG-A operating at

20◦C with grating-stabilized linewidth of 300 kHz. Frequency doubling is done by

a 10 mm Brewster cut BBO crystal in a bow-tie cavity configuration, producing

up to 120µW output power. This laser is locked to a temperature stabilized cavity

with FWHM ' 4.8 MHz. The frequency of this laser is tunable via fine tuning of

the reference cavity temperature which shall be kept around room temperature.

Following the result from LIF spectroscopy (Section 4.1), the wavelength to aim

for is 701.68004± 16 nm which correspond to the F = 7/2 hyperfine level of 3P0.

The 646 nm beam, also referred to as detection beam, drives the cyclic tran-

sition (3P0 − 3D1) by addressing the three hyperfine splittings of 3D1. Transition

to F = 7/2 occurs at 646.49149 nm, F = 9/2 at 8.387 GHz higher in frequency and

F = 5/2 at 8.231 GHz lower. At the moment this is achieved using an EOSpace

device that puts two sidebands at 8.231 GHz apart from the carrier, and an AOM

in double pass configuration that provides the 155 MHz correction to the other
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sideband. So, there are six frequencies at the output, three of which address the

hyperfine levels. This system will be simplified in the future by sending in a mix-

ture of two frequencies with π/2 phase difference into the EOSpace device which

will produce four sidebands via phase modulation as follows:

E0e
i[ωt+β sin(ω1t) cos(ω2t)] ' E0e

iωt[1 + iβ sin(ω1t) cos(ω2t)]

= E0e
iωt + E0

β

4
[ei(ω1+ω2)t + ei(ω1−ω2)t − e−i(ω1+ω2)t − e−i(ω1−ω2)t]. (3.1)

This way, we can independently address F = 9/2 and F = 5/2 states by setting

2ω2 = 8.38 GHz and 2ω1 = 8.23 GHz. The existing AOM can then be used to

switch the beam on and off.

A transfer cavity is used to lock the 646 nm laser to an 852 nm reference

laser which itself is locked to (2S1/3, F = 4) to (2P3/2, F = 4 co 5) transition in

Cesium D2 line at 852.35677 nm. The diode in use is HL6385DG heated to 39◦ C.

Figure 3.6 shows a schematic of the entire 646 nm system.

The repump LED used is Thorlabs M625F1 with total output power of

10 mW and dominant wavelength ranging from 620 nm to 632 nm. A bandpass

filter at 620± 2 nm is mounted at the output of the fiber. Assuming the spectral

distribution is Lorentzian, the effective power at 622.361 nm± 10 MHz is only

1.6 nW or equivalently 0.0005 W/m2 intensity at 2 mm diameter focus, too low for

adequate repumping (Isat = 8.55 W/m2).

The 5 Barium beams are tapped from the barium experiment (concurrently

going on in the lab). Beams associated to the ionization process namely 450 nm,

791 nm and 650 nm high power are tapped directly using a 50:50 beam splitter and

coupled into one fiber. Beams associated to barium cooling are tapped right from

the laser source and pass through AOM devices before going to the trap. The

493 nm beam goes through AOM21 in a double pass configuration 2× 220.8 MHz,

20 MHz red-detuned with respect to the beam going towards another ion trap. The

650 nm beam goes through AOM19 in a double pass configuration 2× 93.4 MHz,

no detuning with respect to the beam going towards another ion trap.

3.5 Imaging System and Data Acquisition

The imaging system in use is described in Figure 3.7 below: The entire system
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Figure 3.6: Schematic of the optical system to address 3D1 hyperfine splittings
at 646nm.

is light-tight to ensure maximal noise reduction due to external light. As such, the

main noise contribution is from scattered light inside the vacuum chamber. The

back focal length of the first objective is fb = 6.99 mm, placed 12.57 mm above the

trap window.

Two filter slots were mounted right before the pinhole to accommodate com-

binations of filters to isolate different fluorescences such as 493 nm and 650 nm

fluorescence of barium and 646 nm fluorescence from lutetium. Several filters

we have at our disposal are Semrock LL01-647-12.5 with typical bandwidth of

647± 1.25 nm, Semrock dual-bandpass FF01-495/640-25 with nominal bandwidths

of 495± 32 nm and 640± 20 nm, Semrock FF01-650/13-25 with nominal band-

width of 650± 10 nm and FF01-494/20-25 with nominal bandwidth of 494± 12.5 nm.

As these achromatic lenses are not perfect, slight focal adjustment need to be done

to obtain focused image at different fluorescence wavelength.
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 Achromatic Doublet
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Figure 3.7: Imaging system diagram with selectable SPCM mode and camera
mode.

The overall magnification of this system is 7.5, from which one can estimate

several geometrical quantities of the ion crystal by counting the pixels of its image

on the camera. The pixel size of the camera in use is 6.45µm× 6.45µm and its

CCD size is 1392× 1040 pixels. Using this method, the separation between 2 ions

(trap configuration 2) was measured to be ' 22.4µm, in agreement to theoretical

calculation in Section 3.3.

Below is a sample image of Barium-Lutetium hybrid crystal at 485 ms expo-

sure with both 650 nm filter and 495/640 nm filters on.

Figure 3.8: From left to right Barium-Lutetium-Barium at 485 ms exposure
and 400µm pinhole
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The Single Photon Counting Module (SPCM) in use is Perkin-Elmer SPCM-

AQRH-13 with dark count of 149 c/s. The active area of this device is circular with

diameter 180µm which at 7.5 magnification, will only capture the fluorescence

of 1 ion as the end-to-end length of the 3 ions chain in Figure 3.8 is 53 pixels

or ' 342µm. For every single photon that hits the active surface, the counting

module will send out a 17 ns pulse followed by 30 ns deadtime which sets the upper

limit on the photon count rate 30 MHz. The counting of these pulses is done by

a 32-bit counter board NI PCI-6602 with maximum source frequency of 80 MHz

without any prescaler. The count values for a given binning period (configurable)

are stored in a buffer of configurable length before being reported to a Labview

VI and written into file for further processing.
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Results and Analysis

Precise wavelength information of the transitions of interest was obtained

through optogalvanic and LIF spectroscopy and is presented in Section 4.1.1 to

Section 4.1.3. Setting the laser systems to these wavelengths, lutetium fluorescence

at 646 nm was observed (cf. Figure 3.8), affirming mass-resonance indication that

the ion species trapped was indeed Lu II. Switching off the 622 LED caused the

ion to fall out of the cyclic transition into the 3D2 level and stayed dark. Similarly,

the ion went dark when the 350 nm laser was blocked. It was visually observed

that the ion only went dark ∼ 2 seconds after the beams were shut. Measurement

of this lifetime is presented in Section 4.2.

4.1 Preliminary Spectroscopy

Spectroscopy of the 451 nm was done with both optogalvanic and LIF tech-

niques yielding consistent result. Using optogalvanic spectroscopy, three peaks

at 646 nm were measured, corresponding to the transitions to the three hyperfine

splitting of the 3D1 level. The optogalvanic technique does not work for the 350 nm

transition as the work-function of Lutetium is 3.3 eV and the photon energy at

350 nm is ∼ 3.5 eV. The results of these measurements are presented in this sec-

tion. The goodness of fit is represented by the reduced χ2 value. The uncertainty

to a parameter estimate is underestimated when χ2 > 1 and overestimated when

χ2 < 1.

24
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4.1.1 2D3/2 − 2D◦3/2 Transition at 451 nm

As mentioned in Section 3.1, the accuracy of this measurement is limited by

the absolute accuracy of the wavemeter used i.e. 60 MHz or 0.04 pm at 451 nm.

Figure 4.1 and Figure 4.2 show Gaussian fits of the data collected from optogal-

vanic and LIF spectroscopy respectively.
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Figure 4.1: Gaussian Fit of the optogalvanic measurement data of the 451 nm
transition
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Figure 4.2: Gaussian Fit of the LIF measurement data of the 451 nm transition
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The results from the two measurements differ by 0.01 pm, which is not surpris-

ing as the wavemeter accuracy is only down to 0.04 pm. As the uncertainty values

from the fit is less than 0.04 pm, the value we are quoting as standard error here is

that of the wavemeter. Thus, the measured wavelength is 451.98290± 0.00004 nm.

4.1.2 3P0 − 3D1 Transition at 646 nm

The absolute accuracy of the wavemeter is 60 MHz or 0.08 pm at 646 nm.

Figure 4.3, Figure 4.4, and Figure 4.5 show Gaussian fits of optogalvanic spec-

troscopy data corresponding to the 3P0 to (3D1,F = 5/2), (3D1,F = 7/2), and

(3D1,F = 9/2) transitions respectively.

The results of these measurements are quoted as follows:

F = 5/2 → λ = 646.47981± 0.00008 nm, ∆ν = +8.39± 0.06 GHz

F = 7/2 → λ = 646.49149± 0.00008 nm, ∆ν = 0 GHz

F = 9/2 → λ = 646.50296± 0.00008 nm, ∆ν = −8.23± 0.06 GHz

The ∆ν values quoted above are the hyperfine separations with respect to the

F =7/2 hyperfine level. The magnetic hyperfine constantA and electric quadrupole

constant B can then be inferred given that the hyperfine splittings follows the fol-

lowing formula:

Ehfs = A
K

2
+B

3
4
K(K + 1)− I(I + 1)J(J + 1)

2I(2I − 1)J(2J − 1)
, (4.1)

where K = F (F + 1)− J(J + 1)− I(I + 1) [30]. Quoting in cm−1, the measured

coefficients are A = −0.068±0.003 cm−1 and B = +0.033±0.003 cm−1, which are

in very good agreement to those reported by Hartogg et al. [30].
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Figure 4.3: Gaussian Fit of the optogalvanic measurement data of the 646 nm,
F = 5/2 transition
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4.1.3 1S0 − 3P1 Transition at 350 nm

As the 350 nm beam is derived from a 701 nm laser through a frequency dou-

bling cavity, the beam measured by the wavemeter is at 701 nm. The absolute

accuracy of the wavemeter is 60 MHz or 0.1 pm at 701 nm, giving equivalent ac-

curacy of 0.05 pm at 350 nm. The wavelength shown in the x-axis of Figure 4.6

is already halved, so the resulting error shown next to it corresponds directly to

350 nm. The wavelength measured in Figure 4.6 corresponds to the transition from
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Figure 4.6: Gaussian Fit of the LIF measurement data of the 350 nm transition

ground state to the F =7/2 hyperfine splitting of the 3P1 level. The transitions to

F =5/2 and F =9/2 can be calculated using Equation 4.1 and the values of A and

B hyperfine coefficients reported by Hartogg et al. [30] (A = +0.166± 0.002 cm−1

and B = −0.060± 0.003 cm−1). Properly accounting for error propagation, the

wavelengths data are summarized as follows:

F = 9/2 → λ = 350.6315± 0.0001 nm, ∆ν = +20.7± 0.03 GHz

F = 7/2 → λ = 350.64002± 0.00008 nm, ∆ν = 0 GHz

F = 5/2 → λ = 350.6481± 0.0001 nm, ∆ν = −19.7± 0.02 GHz

The ∆ν values quoted above are the hyperfine separations with respect to the

F =7/2 hyperfine level.



Results and Analysis 30

4.2 Lifetime Measurement of 3P0 State

This section details the measurement of the characteristic lifetime of the 3P0

level before decaying to either 3D1 or 3D2 via hyperfine mixing while the 646 nm

transition is continuously driven. Using the cyclic transition at 646 nm for state

detection, the ion will continue fluorescing as long as it stays on the 3P0 level and

turn dark otherwise. For the rest of this section, we would refer to these states as

bright state and dark state.

The standard 3-step approach to measure this lifetime is the following. First,

prepare the ion in the bright state by keeping both 350 nm and 646 nm lasers and

622 LED on. Second, switch off the 350 nm laser and 622 LED simultaneously

and record the time taken for it to go dark. Third, repeat this measurement

many times. One could then make a histogram that records the number of [decay]

occurrences for a given time period. The occurrences are distributed exponentially

with parameter τ , the characteristic lifetime of interest.

This technique however is not feasible for our purpose as the lutetium ion is

not constantly fluorescing even with all the relevant lasers on. This results from

the fact that the 622 LED does not provide adequate repumping out of the 3D2

level (cf. Section 3.4). Shown in Figure 4.7 is a 3000 points sample of the typical

blinking signal we obtain, showing higher counts when the ion is in the bright

state.

0 500 1000 1500 2000 2500 3000
0

10

20

30

40

50

Time (4ms per point)

C
o

u
n

ts

Figure 4.7: Raw signal from the counter module at 4 ms binning period.
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Due to time constraint, the construction of an additional laser system at

622 nm was not deemed viable. Instead, we decided to perform the lifetime mea-

surement by directly measuring the pulse width of the signal shown in Figure 4.7

and bin them in a histogram. As such, the pulse width of the bright states (bright

times) will carry the information on how long does the ion stay bright and the

opposite (dark times) will tell us how quickly the 622 LED pump it back to the

bright state.

It is important to visually verify the raw signal that there is no indication

that the ions swap places during the experiment. The anomaly causes by this can

be seen in Figure 4.8 below:
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Figure 4.8: Part of the raw signal indicating that the ions have swapped
places.

4.2.1 Bimodal Poissonian Model

In order to measure the bright times and the dark times, we need to first

be able to determine for each point whether it is considered bright or dark. The

simplest approach would be to come out with a threshold value by fitting the

raw data to a bimodal Poissonian distribution where the two parameters (n̄b and

n̄d) correspond to the average counts rate for the bright state and dark state
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respectively.

P (n) = p× n̄nb e
−n̄b

n!
+ (1− p)× n̄nde

−n̄d

n!
. (4.2)

The threshold value is then determined by choosing a value that cuts out the two

modes and minimizes the tails-overlap of the two Poissonian distribution.
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Figure 4.9: Bimodal Poissonian fit to raw data.

The estimated parameters corresponding to the fit shown in Figure 4.9 are

n̄b = 30.975± 0.006 Cts/(4 ms), n̄d = 3.705± 0.005 Cts/( 4ms) and p = 0.6067± 0.0008,

giving rise to a threshold of n0 = 13. The convention is that a given count value

is considered dark if it is ≤ n0 and bright otherwise.

Taking the tails-overlap as our error under this Bimodal-Poissonian model, we

obtain a detection efficiency of η = 99.987% or equivalently an error of 0.0001325.

This error value is a p-weighted average of the tail of the dark poisson distribution

that falls above the threshold (false-bright = 0.0000342) and the tail of the bright

distribution that falls below the threshold (false-dark = 0.0002282). Even though

these errors seem small, it becomes clear later on how they cause serious problem

in the bright-times and dark-times histograms.

Take the false-dark case for example, these are points misscounted as dark

when they are actually bright, thus they will manifest as anomalous narrow dips

(mostly of width one or two). Multiplying the false-dark error with the number of

bright data points (∼ 773000), we get the total number of 177 narrow dips. This

means, the error contributes to 177 additional entries to the first few bins of the
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dark times histogram (depending on the bin size), this is huge as the total entries

to the histogram itself is only about 2400.
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Figure 4.10: Effect of the false-dark error to the dark times histogram

This effect is seen clearly in figure Figure 4.10 where the first bin is anoma-

lously overpopulated (the binsize for this is 15). Similar effect on the bright time

histogram is also observed. This time it is caused by the false-bright error (anoma-

lous spikes).

One way to treat this problem is by simply trimming the first few bins as

the chance of having multiple false-brights consecutively is pretty remote. The

trimming process here is equivalent to the process of state preparation in the

standard procedure, that is to say, a measurement will only be performed when

we are sure that the ion is really in the bright state. Unlike a false-bright event, a

true bright ion will stay bright for a longer period of time as the rough estimate of

the lifetime is ∼ 2 s. The question on how long is long enough is then equivalent

to the question of how many bins shall we throw. Section 4.2.2 will provide an

answer to this question with the aid of a generalized detection model. The number

of bins to be trimmed can be determined by removing them one by one until the

exponential parameter value converges and the confidence interval of the estimated

parameter reaches a minimum.

The lifetime values obtained from this approach are τ ◦b = 1249± 25 ms for

the bright time (by removing spikes of width ≤ 2) and τ ◦d = 935± 20 ms for the
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dark time (by removing dips of width ≤ 10). The parameter estimation was done

using maximum likelihood estimator algorithm.

Another subtle effect to account for is the fact that the existence of a dip in

the middle of a long bright pulse causes the pulse-width measuring algorithm to

count this long bright pulse as two shorter pulses. Evidently, this will affect the

bright time histogram and affect the decay rate measured. Fortunately, as this

error is also a Poisson process, the inter-arrival time of the error points will follow

exponential distribution, just like the decay/repumping processes themselves. As

such, the measured rate is simply the actual rate plus the error rate. It is then

possible to compensate for this effect if we know the error rate. The error rates

are obtained using a generalized detection model elaborated in Section 4.2.2.

4.2.2 Generalized Detection Model

Observation on the significance of these errors has lead us to assess the over-

lapping area more carefully using a more complex model which also accounts for

the possibility of the ion to change state from bright to dark or vice versa dur-

ing the detection period (the model however, does not account for multiple state

changes). Derivation of this model can be found in M. Acton’s dissertation [31].

In a given detection window τD, the probability of an initially bright ion giving

exactly n count is described by:

Pb(n) = e−βb(n̄b−n̄d) e
−n̄bn̄nb
n!

+
βbe

βbn̄d

(1 + βb)n+1

× {P(n+ 1, (1 + βb)n̄b)− P(n+ 1, (1 + βb)n̄d)}, (4.3)

and the probability of an initially dark ion giving exactly n count is described by:

Pd(n) = e−βd(n̄b−n̄d) e
−n̄dn̄nd
n!

+
βde

βdn̄b

(1− βd)n+1

× {P(n+ 1, (1− βd)n̄b)− P(n+ 1, (1− βd)n̄d)}, (4.4)

where P(n, x) =
1

(n− 1)!

∫ x

0

t(n−1)e−tdt is the lower regularized gamma function,

nb and nd characterize the mean number of photon collected for the bright state

and dark state respectively. The lifetimes of the bright state and dark state are

embedded in the β parameters i.e. βb =
τD

τb(n̄b − n̄d)
and βd =

τD
τd(n̄b − n̄d)

.
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Feeding the values of (p, n̄b, n̄d, τb, τd) we obtained previously into the gener-

alized model, we can see in Figure 4.11 that this model better accounts for the

data near the overlapping zone.
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(a) Bimodal Poissonian Model
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(b) Generalized Detection Model

Figure 4.11: Side by side comparison showing how the generalized model
better accounts for the data in the overlapping zone.

As the error rate is directly related to the clipped-off tails of the two mode

for a given threshold, it is very important to ensure that the model used properly

fit the data in this region. Part of the bright distribution that falls below the

threshold (bright tail) constitutes a decay error-rate (εb), which affects the mea-

sured decay time. On the other hand, part of the dark distribution that falls above

the threshold (bright tail) constitutes a repump error-rate (εd), which affects the

measured repump time. The following equations detail the calculation of these

error rates for a given threshold n0:

εb =
1

τD
×

n0∑
n=0

Pb(n) (4.5)

εd =
1

τD
×

∞∑
n=(n0+1)

Pd(n) (4.6)

Ideally, one could fit the raw data directly to the generalized detection model

and obtain an estimate of the parameters (p, n̄b, n̄d, τb.τd), calculate the error rates

associated (εb and εd), perform error rate correction to τ ◦b and τ ◦d , and obtain self-

consistent results (Tb = τ ◦b and Td = τ ◦d ). This attempt however, did not work

as the estimated τb and τd from the fit (least-square) are sensitive to the starting

points, unlike p, n̄b, and n̄d which converge to 0.6057, 31.01, and 3.68 respectively

regardless of the starting points.
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Obtaining p, n̄b, and n̄d from least-square fit, we could then look for a pair of

lifetimes (τb, τd) that give the most consistent result. In other word, we search for

a pair of τb and τd that minimize δ = |Tb− τb|+ |Td− τd|. This approach gives τb =

Tb = 1849 ms and τd = Td = 1528 ms with δ = 0.27 and fit residual r= 1.86× 10−6.

The error rates associated are εb = 2.597× 10−4 and εd = 4.151× 10−4. Without

accounting for the uncertainty of the error rates, we quote the following results:

Tb = 1849 ± 25 ms,

Td = 1528 ± 20 ms,

To reaffirm the consistency of this results, we perform the same analysis with

the raw data binned every 8 ms instead of 4 ms, yielding the following results which

are in agreement with the previous analysis:

Tb = 1854 ± 25 ms,

Td = 1568 ± 20 ms,

with uncorrected rates of τ ◦b = 1383 and τ ◦d = 946, error rates of εb = 1.837× 10−4

and εd = 4.196× 10−4. The p, n̄b, and n̄d parameters converge to 0.6089, 62.01,

and 7.38 respectively with a residual of r= 2.67× 10−6. The inconsistency param-

eter is δ = |Tb − τb|+ |Td − τd| = 0.75.

Figure 4.12 shows how the generalized detection model better accounts for

the data near the overlapping zone (threshold n0 = 25).

15 20 25 30 35 40 45
0

0.2

0.4

0.6

0.8

1

1.2
x 10

−3

Count per 8 ms

P
ro

ba
bi

lit
y 

D
en

si
ty

(a) Bimodal Poissonian Model

15 20 25 30 35 40 45
0

0.2

0.4

0.6

0.8

1

1.2
x 10

−3

Count per 8 ms

P
ro

ba
bi

lit
y 

D
en

si
ty

(b) Generalized Detection Model

Figure 4.12: Comparison between the generalized detection model (right) and
the standard bimodal-Poissonian model (left).
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Further treatment is required to quantify the uncertainties associated to the

error rates, which depend on how well the model represents the data. This proved

to be challenging as we did not manage to run any goodness of fit test with the

generalized model, not even least-square fitting nor maximum likelihood parameter

estimates as the model is rather complex.

One approach to quantify the uncertainty of the error rate is to numerically

evaluate its upper bound (when n̄b = 31.01 − 0.006 and n̄d = 3.68 + 0.005) and

lower bound (when n̄b = 31.01 + 0.006 and n̄d = 3.68 − 0.005). Calculated this

way, we found that the uncertainties are in the order of 10−7. Following the error

propagation rule, this error will be added up together with the τ−2δτ term which

is in the order of 10−5. As such, it is safe to ignore the uncertainty of the error

rate.

Thus far we have not addressed the issue of state preparation i.e. the ideal

number of bins to remove (cf. Section 4.2.1). Referring to Equation 4.3 and

Equation 4.4, we see that Pb and Pd both consist of two terms. The first one

correspond to the case of no change in state during detection and the second term

corresponds to the case where the ion changes state during detection. We could

then treat each of these terms separately as follows:

Take the probability of a bright ion giving n count (Pb(n)) for example, sum-

ming it up from 0 to n0 (threshold) gives the probability of a bright ion detected

as dark. Considering the two terms in the expression separately, we have:

Pbdb =

n0∑
n=0

e−βb(n̄b−n̄d) e
−n̄bn̄nb
n!

, (4.7)

Pbdd =

n0∑
n=0

Pb(n)− Pbdb, (4.8)

where Pbdb is the probability of a bright ion (b) detected as dark (d) and stays

bright (b), hence the notation (bdb). Similarly for the summation of the second

term, Pbdd is the probability of a bright ion detected as dark and turns dark. By

the same token, one can calculate Pbbb by summing the first term of Pb(n) from

n0 + 1 to ∞, or Pdbd by summing the second term of Pd(n) from n0 + 1 to ∞.

Having this established, we can then calculate the probability of having

anomalous spikes/dips of width 1, 2, ... `. Take for example a dip of width one,

three consecutive data points whereby the first one is detected as bright, second
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one dark and third one bright again. As we are considering an anomalous dip i.e.

a dip recorded when there is no actual transition going on, the actual state of the

ion is bright, bright and bright for all three data points. The probability of having

such an event is then simply described by Pdip−1 = Pbbb × Pbdb × Pbbb.

Extending this reasoning for the case of an anomalous dip of length l, we have

Pdip−` = Pbbb× (Pbdb)
`×Pbbb. We can then decide on the number of bins to remove

by simply looking for the smallest value of ` that gives a reasonably small number

of anomalous histogram entries.

For our calculation of τb, we have chosen to remove spikes of width two or

less. We can now check whether this is reasonable by calculating the following:

Pspike−1 = Pddd(Pdbd)
1Pddd = 1.3× 10−4 (4.9)

Pspike−2 = Pddd(Pdbd)
2Pddd = 1.7× 10−8 (4.10)

Pspike−3 = Pddd(Pdbd)
3Pddd = 2.3× 10−12 (4.11)

Multiplying these probabilities with the total number of data points in the dark

distribution (∼ 502000), we have ∼ 65 anomalous entries of width 1, ∼ 0.01 anoma-

lous entries of width 2 and ∼ 10−6 anomalous entries of width 3. So by getting rid

of all entries of width 1 and 2 and re-bin our histogram, we are sure that our τb

measurement is no longer affected by this effect. Figure 4.13 shows a histogram

fit with these entries removed.

Similar calculation was done for the measurement of τd, verifying that remov-

ing entries of width less than 11 is the right choice. Unlike τb, the value of τd

merely tells us about the repumping efficiency of the 622nm LED and has nothing

to do with the lifetimes of any energy level.

−500 0 500 1000 1500 2000 2500 3000
0

50

100

150

200

250

300

350

400

Time (200 ms per bin)

O
cc

ur
re

nc
e

Figure 4.13: Histogram of bright-times with an exponential fit curve
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4.3 Future Work

The next step for this project would be to look for the clock transition at

848 nm (1S0 − 3D1) and to perform some characterization measurements. As the

natural linewidth of this transition is very narrow (∼ nHz), a stable reference and

a narrow linewidth laser system at 848 nm need to be assembled. In addition,

another optogalvanic spectroscopy may need to be performed on the 598 nm tran-

sition (3P1 − 3D1) in order to obtain more precise wavelength information on the

clock transition.



Chapter 5

Conclusion

Optogalvanic spectroscopy and Laser Induced Fluorescence (LIF) spectroscopy

have allowed us to obtain preliminary transition wavelength data associated to the

energy levels relevant to atomic clock application. Results obtained in this project

support the proposition of using Lu II as an single-ion based clock candidate. The
3P0 − 3D1 cyclic transition has been successfully driven at 646 nm with the aid

of repump beams at 350 nm laser and 622 nm. We believe that a steady fluores-

cence could be achieved by replacing the 622 LED with a laser system to provide

adequate repumping. The forbidden transition from 3P0 level to 1S0 or 3D1 was

measured to have a lifetime of 1.849 s, long enough for the cyclic transition to

be used as a means of state detection. Doppler cooling of Lu II on the 646 nm

transition will be attempted in the future once a steady fluorescence is achieved.

Optimal Doppler cooling could be achieved by optimizing the detuning of the

sidebands of the 646 nm laser with respect to the hyperfine splittings of the 3D1

level. More precise value of the 848 nm clock transition can be deduced from the

optogalvanic spectroscopy measurements of the 350 nm transition which has been

performed and the 598 nm transition which is yet to be performed.
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Pictures of Experimental Setup

A.1 Optogalvanic Setup

Figure A.1: Picture of the actual Optogalvanic Setup

41
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A.2 LIF Setup

Figure A.2: Picture of the actual LIF Setup

A.3 Imaging System

Figure A.3: Picture of the actual imaging system
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A.4 646 nm Laser System

Figure A.4: Picture of the actual 646 nm laser system

A.5 350 nm Laser System

Figure A.5: Picture of the actual 350 nm laser system
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A.6 Ion Trap

Figure A.6: Picture of the actual ion trap
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